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Abstract
At the onset of the COVID-19 pandemic, hospitals were in dire need of data-driven
analytics to provide support for critical, expensive, and complex decisions. Yet, the
majority of analytics being developed were targeted at state- and national-level pol-
icy decisions, with little availability of actionable information to support tactical and
operational decision-making and execution at the hospital level. To fill this gap, we
developed a multi-method framework leveraging a parsimonious design philosophy
that allows for rapid deployment of high-impact predictive and prescriptive analytics
in a time-sensitive, dynamic, data-limited environment, such as a novel pandemic. The
product of this research is a workload prediction and decision support tool to provide
mission-critical, actionable information for individual hospitals. Our framework fore-
casts time-varying patient workload and demand for critical resources by integrating
disease progression models, tailored to data availability during different stages of the
pandemic, with a stochastic network model of patient movements among units within
individual hospitals. Both components employ adaptive tuning to account for hospital-
dependent, time-varying parameters that provide consistently accurate predictions by
dynamically learning the impact of latent changes in system dynamics. Our decision
support system is designed to be portable and easily implementable across hospital
data systems for expeditious expansion and deployment. This work was contextually
grounded in close collaboration with IU Health, the largest health system in Indiana,
which has 18 hospitals serving over one million residents. Our initial prototype was
implemented in April 2020 and has supported managerial decisions, from the opera-
tional to the strategic, across multiple functionalities at IU Health.

K E Y W O R D S
epidemiological forecasting, hospital decision support implementation, nurse transshipment, queueing
network workload prediction, synthetic control

1 INTRODUCTION

Pandemics place tremendous stress on hospital resources.
According to the Office of the Inspector General (Grimm,
2020), hospitals treating COVID-19 (hereafter, COVID)
patients in outbreak zones reported severe shortages of spe-
cialized hospital beds, nurses, ventilators, PPE, and test-
ing supplies, among others. Effective pandemic response for
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hospitals relies heavily on the ability to determine (1) the
amount of resources needed for COVID patients; (2) how to
effectively allocate those resources; and (3) how, when, and
how much surge capacity to create. However, the analyt-
ics most widely developed and deployed during the COVID
pandemic were designed primarily to support large-scale
public health agendas. Early in the pandemic, multiple
health-care executives in the Indiana Pandemic Information
Collaborative expressed concern that the explosion of ana-
lytics provided little valuable information to support their

Prod Oper Manag. 2022;1–20. © 2021 Production and Operations Management Society 1wileyonlinelibrary.com/journal/poms

https://orcid.org/0000-0003-0905-7858
https://orcid.org/0000-0001-5577-5530
https://orcid.org/0000-0001-7688-5122
mailto:shi178@purdue.edu
https://wileyonlinelibrary.com/journal/poms


2 SHI ET AL.Production and Operations Management

F I G U R E 1 Publicly available COVID prediction models [Color figure can be viewed at wileyonlinelibrary.com]

own operational planning. Widely publicized analytics plat-
forms tended to focus on county- or state-level predictions
of time-averaged (steady state) bed usage, which was insuf-
ficient to support the day-to-day and week-to-week tactical
and operational plans being executed by hospitals and hospi-
tal systems. This bridges the gap between predictive informa-
tion and hospital-level execution. Through a close hospital-
academia partnership, we developed a suite of analytics to
support the rapidly innovated strategic, tactical, and opera-
tional actions deployed by hospitals to combat the COVID-
19 pandemic.

1.1 Motivation: The gap between
predictions and operational decisions

Many hospitals faced challenges in identifying an analytics
driven solution that met their information and decision sup-
port needs. The explosion of analytics produced a myriad of
widely varying predictions, making it difficult to know which
model to use. Further, widely publicized models failed to pro-
vide sufficient detail for operational decision-making at the
hospital level.

Figure 1a highlights the large variation and generally poor
accuracy among popular, publicly available prediction mod-
els. Predictions for Indiana for February 1 ranged from 9000
to 75,000 cases, with very few models predicting close to the
actual 15,000 (gray line). Figure 1b presents the parameter
set used by the well-known CHIME model. CHIME employs
a widely used method for translating COVID disease-spread
models into hospital resource requirements. This approach
predicts COVID demand for hospital resources based on a
simple proportional calculation from a prediction of con-
firmed cases to produce a state-level (county-level at best)
average prediction of hospital resource needs. To illustrate

CHIME’s limitations, consider the Intensive Care Units
(ICU) capacity calculation:

ICU usage = daily confirmed cases × fraction that need ICU

× average time in ICU, (1)

which is based on Little’s Law and is most appropriate
for time-homogeneous, steady-state systems. During a pan-
demic, these assumptions of Little’s Law are violated.

The drawbacks of policy-targeted models for operational
decision-making include: (1) failing to account for current
state and (transient) time-varying dynamics, (2) failing to
capture detailed patient flows in hospitals or distributional
information needed for decision support, (3) requiring hospi-
tals to input their own parameters with little guidance on how
these inputs should be estimated, and (4) providing state-level
predictions that are of little help for individual hospitals.

In contrast to extant models, rather than appending an oper-
ational component to a primarily disease-focused model, we
develop a multi-stage approach that feeds a disease prediction
into a detailed model of hospital operations. This approach
required the development of a new theory to overcome the
unique challenges of forecasting in the highly dynamic pan-
demic environment.

Challenges in addressing the gaps in COVID
modeling approaches

Although there is a substantial body of literature in patient
flow modeling and optimization, most of the research oper-
ates under two fundamental assumptions: there is suffi-
cient historical data to accurately estimate patient flows;
and patient flow characteristics, such as length-of-stay
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distributions, are not changing. In contrast, a pandemic envi-
ronment has very limited data and exhibits major time-
varying disruptions of patient flow primitives. We separate
these challenges into four broad categories.

(1) Limited and censored patient flow data. At the begin-
ning of the pandemic, March and April 2020 for Indi-
ana, many COVID patients at IU Health had not yet
finished their hospital stay, leading to right censoring of
the length-of-stay, transitions between units, and mortal-
ity statistics. Most patients who were discharged from
the hospital early on were those with milder conditions,
which causes standard estimation methods to be signifi-
cantly biased (underestimated).

(2) Noisy mapping of confirmed cases to individual hospi-
tal admissions. A key feature missing from most COVID
analytics models is an estimate of how the number of
confirmed cases in a region will translate into an admis-
sion at an IU Health hospital and what level of care
will be required. The state model in Indiana suggested
using market share as a proxy for determining this frac-
tion; however, we found this to be a poor predictor of
IU Health admissions. National estimates used in most
COVID models for the fraction patients requiring ICU
versus medical/surgical (M/S) beds were also inaccu-
rate for IU Health hospitals—the fraction even varied
between hospitals. As the pandemic progressed, we also
found that bed requirements changed over time with
changing demographics of COVID hospitalizations and
changes in admission and treatment protocols.

(3) Evolving patient characteristics. Our data show that
COVID patient characteristics and treatment procedures
vary by region of the state and by time. Contributing
factors include more elderly patients being admitted in
March to April, whereas younger patients constituted
the majority of admissions after June, medical profes-
sionals becoming more familiar with COVID, and new
treatment approaches to streamline the treatment and
recovery process. As a result, admissions, unit assign-
ment (e.g., assigning to M/S vs. ICU), length-of-stay, and
mortality rates were dynamically evolving. Interestingly,
we even found that non-COVID patient characteristics
changed during the pandemic, for example, emergency
department visits dropped significantly.

(4) Evolving disease transmission dynamics. At the onset of
the pandemic, testing was extremely limited, and using
confirmed cases as the total number of cases led to sig-
nificant underestimation of actual cases. Further, disease
transmission dynamics are driven by complex interac-
tions between public policies (e.g., shelter in place and
mask ordinance), human behavior (e.g., policy compli-
ance and COVID fatigue), and re-opening of restaurants
and schools, among other factors. These factors are not
only difficult to quantify, but are also highly specific
to geographical region and culture. This may be a con-
tributing factor to the poor performance of many of the
national prediction models when applied to Indiana.

1.2 Integrated framework and
implementation in IU health

Our integrated modeling framework was developed and
implemented in close collaboration with the largest health
system in the state of Indiana, IU Health; also referred to as
IUH (e.g., in Figure 2). When we formed our initial collabo-
ration, most hospitals were using a state-wide prediction tool
that failed to provide consistently accurate predictions and
actionable information. In response, we jointly developed a
suite of analytics based on a data-driven framework designed
to bridge the gap between higher level public health predic-
tions and hospital-level pandemic response. Figure 2 illus-
trates the conceptual model of this framework.

Approach

Our multi-method approach combines a disease prediction
model (SIR, Susceptible, Infected, and Recovered) with a
stochastic network model of patient flow to predict hospital
census in both M/S and ICU units. These two models are
joined by a mapping of county-level COVID cases to hos-
pitalizations (workload) at each individual hospital. Novel
adaptive tuning methods are employed to determine key
parameters in the disease prediction and patient flow mod-
els, as well as the mapping of the fraction of COVID cases
arriving to a particular hospital.

In creating our framework, we adopt a parsimonious phi-
losophy to capture first-order effects with a minimally com-
plex model that meets a high-priority hospital need. Two
driving principles of this philosophy are eliminate unnec-
essary model complexity and deliver only actionable infor-
mation for a need identified by the hospital. Parsimo-
nious design facilitates flexibility, adaptability, and ease of
implementation. These features facilitate rapid deployment
of high-impact predictive and prescriptive analytics in a
time-sensitive, dynamic, data-limited environment such as a
pandemic.

Our framework was implemented in mid-April 2020 as a
web-based application on IU Health’s intranet that was dis-
patched to their five major service regions, including 18 hos-
pitals serving over one million residents. The tool has the
capability of forecasting nurse staffing requirements, venti-
lator usage, and PPE needs among other resource needs. The
tab displayed in Figure 3 shows forecasted demand for ICU
and ventilator usage for potential future scenarios of COVID
progression. All numbers in the paper are modified to protect
sensitive data.

The workload predictions and decision support from our
tools have been used by the executives at IU Health and
played a critical role in their preparedness for the multiple
surges of COVID cases in Indiana. The choice of patient cen-
sus in the M/S and ICU units as the primary output metric
was the result of a joint design effort between IU Health and
the academic team; in the design phase, patient census was
determined by IU Health leadership as the fundamental input
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F I G U R E 2 Overview of the integrated workload and planning framework and its functionality

F I G U R E 3 Screenshot of one tab of the web-based application for resource forecasting [Color figure can be viewed at wileyonlinelibrary.com]

to their critical operational decisions. Although the research
and development was contextually grounded by IU Health’s
domain knowledge, the product is easily portable to other
hospitals and health systems, as evidenced by interest and
ongoing conversations with the Indiana Hospital Association
as well as other hospital systems in Indiana.

Performance

Prior to implementation, we were asked for a comparative
study of our model versus the state model currently being
used, shown for Indianapolis in Figure 4. The black solid
lines are forecasts from our integrated model. The dark gray
lines are the low, medium, and high forecast scenarios for the
state model. The light gray bars represent the actual census.
The mean absolute percent error (MAPE) for our model was
9.4% and 8.2% for ICU and M/S units. The state model had
a MAPE more than four times larger (42.7% and 33.8%) and
exhibited an increasingly negative bias, that is, the MAPE for
April was >50%. The predicted census numbers shown here
are from our integrated model that takes the disease forecast
as an input and uses the patient flow model to calculate the
census. We implemented a multi-step calibration procedure
with adaptive tuning in this integrated model; see details of
the calibration in Section 3.5.

1.3 Contributions

This research contributes to the literature by developing a
parsimonious, adaptable, and easily implementable workload
tool that is tailored to individual hospitals. Our tool integrates
a epidemiology modeling, empirical methods, stochastic net-
work theory, and transshipment optimization, and was imple-
mented in collaboration with IU Health.

∙ Disease prediction. To address severely limited data dur-
ing the initial phase of the pandemic, we developed an
adaptive synthetic control (aSC) method using a weighted
portfolio of comparable counties in the United States to
predict disease progression in heterogeneous regions. As
more data became available, we pivoted to a novel, adap-
tive SIR compartmental model, enabling short-, medium-,
and long-term predictions with consistently high accu-
racy. Through new adaptive learning methods, this SIR
model explicitly accounts for unreported infections and
partially observable changes in underlying transmission
rates.

∙ Workload prediction. Using a stochastic network model
that explicitly incorporates time-varying dynamics, we
translate county-level infection predictions into patient
census and resource usage at individual hospitals, account-
ing for movements of COVID patients and non-COVID



OPERATIONS (MANAGEMENT) WARP SPEED 5
Production and Operations Management

F I G U R E 4 Comparison between our model, the state model, and the actual census from COVID patients in March. The last five days are used as testing
data and the rest as training data. The actual census numbers on the y-axis are masked due to nondisclosure requirements. The black solid lines are forecasts
from our integrated model; the gray lines are the low, medium, and high forecast scenarios for the state model

patients among different units (ICU and M/S). We leverage
an offered-load approximation to provide distributional
information on the workload process, deriving an appeal-
ing analytical form for the workload variance across the
network based on prior results for single-station queues.
These features bridge the gaps discussed in Section 1.1.

The academic and practical contributions are as follows.

Academic contribution

We develop a multi-method, multi-layer adaptive method to
integrate the disease and workload models with an adap-
tively tuned mapping of infections to hospitalizations. This
differentiates our work from the patient flow literature in the
following ways: (1) we integrate fully developed workload
and disease forecasting, (2) we learn model parameters rather
than estimating them directly from incomplete or unrepresen-
tative data sources, and (3) we employ adaptive learning as
new information becomes available.

Practical contribution

These novel elements combine to create a model that (1)
is easily implemented and maintained, (2) produces consis-
tently accurate predictions in environments with severely lim-
ited data and changing dynamics that are too complex to
directly quantify, (3) can be customized to each individual
hospital for actionable information, (4) integrates seamlessly
with a suite of decision support optimizations, and (5) is eas-
ily portable to other hospitals.

In the rest of the paper, we first discuss the relevant lit-
erature in Section 2. We present the patient flow model in
Section 3 ahead of the disease prediction model because

a hospital-specific workload model filled the largest gap
between public health models and models that provided
actionable information to individual hospitals. We then
present the disease prediction model that feeds the arrival
process of the hospital flow model in Section 4. Finally, we
illustrate applications, as well as extensions, of our model in
Section 5, and we conclude in Section 6.

2 LITERATURE REVIEW

The COVID pandemic triggered vast quantities of research
within the scientific community. The most relevant are
works involve disease progression and hospital workload
prediction.

2.1 Disease progression prediction models

COVID spread models can be classified broadly as agent-
based and compartmental models. Agent-based models
describe a set of rules governing individual behavior and
use simulation to examine global trends that emerge from
individual movements and interactions with the environ-
ment. Although agent-based models that build on compart-
ment models, like Cuevas (2020), Kerr et al. (2021), and
Silva et al. (2020), offer tremendous flexibility, they require
complex specifications and are computationally intensive. In
contrast, our parsimonious approach limits complexity and
computational burden by splitting our forecast into a simpler
compartmental model for disease forecasting and a stochas-
tic network model for modeling transient patient trajecto-
ries. Compartmental models generally involve splitting the
population into buckets of SIR but may often be expanded to
include other compartments. There are also stochastic com-
partmental models. References summarizing compartmental
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models for infectious diseases include Brauer and Castillo-
Chavez (2012) and Diekmann et al. (2013).

Most compartmental models for COVID modify the base-
line SIR model by injecting more compartments (e.g., Bertsi-
mas et al., 2021), a time element (e.g., Y.-C. Chen, Lu, et al.,
2020), and limited testing capacity (e.g., N. Chen, Hu, et al.,
2020), among others. Mamon (2020) includes compartments
for Susceptible, Exposed, Infectious, Hospitalized, Critical,
Other-recovered, Released, and Dead. Bertsimas et al. (2021)
develop DELPHI, a SEIR model extended to include varying
states of patient recovery, detection, and quarantine. Although
expanding the number of compartments may be appealing, it
requires tuning more model parameters with less data. What
separates our work is that we use a multi-method approach to
employ a tool set designed specifically to capture the dynam-
ics of interest for each component of our forecast: adaptive
disease spread models and stochastic queueing networks for
patient flow. These simplifications allow greater flexibility to
adapt each individual model to account for partially observ-
able and scarce data with time-varying dynamics.

In the severely limited data environment of the early pan-
demic, we apply the aSC method (C.J. Chen, 2020), which
leverages data from counties elsewhere in the United States
that have similar characteristics to the focal county to fore-
cast the number of cases. The only other paper using the
synthetic controls methodology of Abadie et al. (2010) in
a COVID context is Malani et al. (2020), which examines
the effect of release from lockdowns. With limited data, we
develop an adaptive SIR model with tunable parameters.
Other papers using adaptive SIR models include Dos San-
tos et al. (2021), Shapiro et al. (2021), and Y.-C. Chen, Lu,
et al. (2020). We extend these by coupling the SIR to a patient
flow model to capture the complexities of additional compart-
ments (e.g., disease severity) while retaining the simplicity of
single parameter tuning and simulation to generate prediction
intervals to capture forecast uncertainty.

2.2 Hospital workload models

A central element of our integrated model is the stochastic
network model, which captures patient flow among different
units in the hospital and predicts unit-level workload (patient
census) in Section 3. In the context of workload modeling for
COVID patients, several papers incorporate compartments
on hospitalization in different units into their disease pro-
gression model, for example, Capistran et al. (2020), Gar-
rido et al. (2020), Hill et al. (2020), and Veloz et al. (2020).
Bartz-Beielstein et al. (2020) develop a detailed discrete-
event simulation model for patient flow and provide resource
requirement prediction under various worst-case and best-
case scenarios. Compartment models produce average patient
demand that is more suitable for systems in the steady state.
These models often neglect the detailed patient flow after
admission that is key to capturing critical transient dynam-
ics, such as current hospital census, future discharges, and
transfers to/from M/S to ICU, whereas higher level models

F I G U R E 5 Queueing network model

assume a single, static location for each patient. On the other
hand, complicated event-based simulation models require
many input parameters to be estimated, creating challenges in
terms of computation time, parameter identification, and data
scarcity. These models can be too cumbersome when there is
need for regular updating and rapid implementation.

Structural queueing models for predicting COVID patient
demand capture patient flow but often lack the disease spread
component. They are also challenged by parameter estima-
tion, which is not a major concern in typical (nonpandemic)
patient flow settings. Kaplan (2020) uses a single-station
Erlang loss model to evaluate the ICU capacity needed at Yale
New Haven Hospital. Bekker et al. (2021) consider a single-
station infinite server queue to predict patient census. They
first estimate the day-dependent discharge probability from
data and then fit a log-normal distribution for LOS. Zhang
et al. (2020) consider unit transfers but assume deterministic
length-of-stays. They do not consider possible time-varying
changes in patient mix or LOS distributions either. Impor-
tantly, all these papers initially estimate the patient-flow
parameters from data that do not change over time in con-
trast to the adaptive procedure employed in our methodology.
Section 1.1 discusses the importance of accounting for the
rapidly changing data environment in estimating these param-
eters. The most relevant paper is Betcheva et al. (2020). The
authors develop an integrated disease forecast and resource
planning tool for the East of England region. The paper
adopts a similar idea of using the mean-squared error to
learn system parameters; however, the authors assume con-
stant system parameters, which differs from our adaptive pro-
cedure to estimate time-varying system parameters, which
is critical to pandemic modeling and forecasting. It is also
unclear from the paper how patient flow dynamics are mod-
eled and whether the model can produce distributional work-
load information as we have done in Section 3.

3 STOCHASTIC NETWORK MODEL
FOR PATIENT FLOW

Patient flow in each hospital is modeled as a two-station
stochastic queueing network, where the stations correspond
to ICU units and M/S units in the hospital. Figure 5 illus-
trates a model with COVID (denoted by c) and non-COVID
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(denoted by nc) patients. In our implementation, we fur-
ther separate non-COVID patients into elective and emer-
gency. In the figure, 𝜆 represents arrival rates, with 𝜆c(t)
being either the predicted (Section 4) or observed con-
firmed COVID cases in the county, depending on whether
t is before or after the last observed data point. pc

j for
j ∈ {MS, ICU} is the adaptively tuned fraction of county-
level confirmed cases that enter the target hospital through
either the ICU or M/S units, respectively. pi

j,j′ is the prob-
ability that a patient of type i ∈ {c, nc} will transfer from
unit j to j′ ∈ {MS, ICU,H,D}, where H,D represent dis-
charge to home or death. Each patient type has distinct flow
paraters.

In Section 3.1, we describe the motivation behind the
choice of the two-station network model. In Section 3.2, we
list our assumptions on the arrival, transfer, and service-time
processes. In Section 3.3, we specify the offered-load approx-
imation for the workload process. In Section 3.4, we present
models for exogenous blocking. In Section 3.5, we introduce
our adaptive learning procedure to estimate the flow parame-
ters for the workload process.

3.1 Two-station network

Patients arrive to either the ICU or M/S units of the hospital
and stay for a random time before transferring to another unit
or leaving the hospital. This model is sufficiently flexible to
capture general networks with multiple stations and arbitrary
transition structures. Details for general networks are pro-
vided in Appendix B.2 (Supporting Information). Next, we
provide justification for our choice to implement this simpler
network structure at IU Health as part of our parsimonious
design process.

During the development process, limited data rendered
the parameterization of a network model capturing a more
detailed classification of care units impractical/infeasible.
Additionally, many of the major decisions made by IU Health
during the pandemic, such as nurse staffing and bed capac-
ity creation, were based on the “level of care” classifica-
tion, which divides the patient population into two categories
based on severity of condition: critical and noncritical. These
two categories require different types of resources, whereas
IU Health has significant flexibility to move resources within
a level of care class. As an example, a critical care nurse
can generally work in any of the critical care units, but an
M/S nurse generally cannot work in critical care units. Early
in the pandemic, IU Health took advantage of this flexibil-
ity by pooling resources within each level of care to improve
response to evolving and uncertain demand. Finally, this two-
tier classification facilitated rapid implementation of opera-
tional changes by avoiding the challenges of managing the
diverse and complex organizational structures and opera-
tional procedures across individual units.

Although ICU and M/S generally align with critical and
noncritical care, there are some subtleties. We combined ICU

and Progressive Care Units (PCU), both of which provide
critical care. Mixed-acuity units serve some critical care and
some noncritical care patients. We include the critical care
portion under the ICU category and the noncritical care por-
tion within the M/S category. These classifications were pro-
posed by IU Health based on their operational structure.

3.2 Arrival, transfer, and service time
processes

For exposition, we focus our presentation on COVID patients;
the model architecture extends trivially to non-COVID
patients. As such, we omit the superscript i ∈ {c, nc} for
patient types. Let 𝜆(t) be the deterministic arrival rate func-
tion for the number of newly confirmed COVID cases on day
t. When instantiating the model on a given day, t′, 𝜆(t) repre-
sents observed cases for previous days, t′ < t, and predicted
cases for future days, t′ ≥ t. New COVID patient arrivals
to unit j on day t are modeled by a random variable Λj(t)
with mean 𝜆j(t) = 𝜆(t)pj(t), where pj(t) represents the time-
dependent fraction of confirmed cases that arrive to unit j of
a hospital. Arrivals need not follow a Poisson process; non-
Poisson arrivals are addressed in Section 3.3.

After admission to a unit, j, a patient remains in the unit
for a random amount of time modeled by the random variable
Sj ∼ Geo(𝜇j(t)), which follows a geometric distribution with
time-dependent success probability 𝜇j(t). This structure per-
mits the derivation of a closed-form expression for the work-
load mean and variance and plays an important role in our
parsimonious design by facilitating adaptive tuning methods.
Tuning this simpler LOS distribution produced better accu-
racy than attempting to estimate more complicated service-
time distributions due to limited data and rapidly evolving
patient LOS dynamics over the course of the pandemic.

On discharge from unit j, a patient transitions to their next
phase of care, j′ ∈ {ICU,MS,H,D} (transfer to ICU, transfer
to M/S, discharge to home, death) with probability pj,j′ (t). For
compactness, we define the set of tuning parameters for this
network model as

Θ(t) = {𝜇j(t), pj(t), pj,j′ (t)}. (2)

During the pandemic, regular tuning was required to cap-
ture the evolution of patient condition and care protocols, as
well as incorporate the growing volume of new data about
COVID-19. This tuning procedure is presented in Section 3.5.

3.3 An offered-load approximation for
workload distribution in a network

In this section, we develop an offered-load approxima-
tion for the stochastic workload process {Xj(t), t = 0, 1, … }
with parameters Θ(t), where Xj(t) represents the number
of patients in unit j on day t. This offered load model is
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readily extended to more general networks (Appendix B.2,
Supporting Information) and to capture demand for other crit-
ical hospital resources such as ventilators and staff, both of
which (and others) were included in the model implementa-
tion at IU Health.

Let X1(t) and X2(t) denote the workloads in the ICU and
M/S units, respectively. We approximate (X1(t),X2(t)) with
a multivariate normal distribution,  (x(t), v(t)), with mean
x(t) = (x1(t), x2(t)) and the covariance matrix v(t). The mean
for unit j, xj(t), is calculated from the fluid approximation by
solving the dynamic equation

xj(t + 1) = xj(t)
(
1 − 𝜇j(t)

)
+ 𝜆j(t) + pj′,j(t) ⋅ xj′ (t)𝜇j′(t), (3)

where j′ = ICU for j = MS and j′ = MS for j = ICU. Here,
xj(t)𝜇j(t) corresponds to the expected number of patients leav-
ing unit j on day t, which follows from the geometric LOS.
Patients arrive to unit j from two sources: new patient arrivals,
with mean 𝜆j(t), and transfers from unit j′ to unit j, with mean
xj′ (t)𝜇j′(t)pj′,j(t), which is the expected discharges from unit
j′ multiplied by the probability that a patient discharged from
unit j′ will transfer to unit j.

To account for variability, we next approximate the hospi-
tal workload distribution. We begin by presenting a single-
station queueing model of hospital census. We then extend
this classical model to the two-station network model imple-
mented at IUH. This analysis reveals an appealing structure
for the network variance calculation, where the impact of
the network transfer intensity (e.g., 𝜇j′(t)pj′,j(t)) appears as
an isolated variance term, ṽ2,j, added to the formula for the
single-station variance, explicitly highlighting the impact of
network transitions on workload variance.

Heavy-traffic variance for a single station

Following Whitt and Zhao (2017), we assume the distribution
of the arrival process for a single-station Gt∕GI∕∞ queue is
approximately Gaussian any given t, by which we mean that
the number of arrivals on interval [t, t + 1] is

A(t, t + 1) ≈  (𝜆(t), c2
a𝜆(t)), (4)

where c2
a is the variability parameter for the index of dis-

persion of the arrival process (c2
a = 1 in case of the Poisson

arrival process). Assuming the system starts empty in the dis-
tant past, Theorem 2.2 of Whitt and Zhao (2017) states that
the workload X(t) follows a normal distribution with the same
mean as the Mt∕GI∕∞ queue with arrival rate {𝜆(t)}, but with
variance given by

v(t) = ∫
t

0
𝜆(t − s)V(s)ds, (5)

where V(s) = Ḡ(s) + (c2
a − 1)Ḡ(s)2 and Ḡ(s) is the com-

plementary cumulative distribution function (CCDF) of the
service time random variable. In our discrete-time model with

geometric service times and time-dependent success proba-
bilities, the CCDF of the service time for unit j is given by
Ḡj(s) =

∏s
d=1(1 − 𝜇j(d)) for s ≥ 1 and Ḡj(0) = 1. Without

transfers, the workload at unit j at time t + 1 can be calculated
by excluding the last term from (3), with variance being

vj(t + 1) =
t∑

s=0

𝜆(t − s)Vj(s), (6)

where Vj(s) = Ḡj(s) + (c2
a − 1)Ḡj(s)2 and Vj(0) = c2

aj
is the

variability of the arrival process.

Network variance and covariance

We develop a recursive method for calculating the variance
and covariance for the workload process at time t + 1. The
workloads on day t + 1 follow:

X1(t + 1) = V11(t) + A1(t, t + 1) + V21(t), (7)

X2(t + 1) = V12(t) + A2(t, t + 1) + V22(t), (8)

where Aj(t, t + 1) is the random variable for the arrivals in
the interval [t, t + 1), with mean 𝜆j(t) and variance c2

aj
𝜆(t).

Vjj(t) represents patients not discharged from unit j at time
t, and Vj′,j(t) represents patients transferred to unit j from
another unit j′, for j = 1, 2 and j′ = 2, 1. Finally, let Xj(t) −
Vjj(t) − Vj,j′ (t) represent patients discharged home or expired
from unit j in [t, t + 1). Using these three compartments,
not discharged, transferred, and left the system, we can
write

Xj(t) = Vjj(t) + Vj,j′ (t) + (Xj(t) − Vjj(t) − Vj,j′ (t)). (9)

These compartments form a triplet, (Vjj(t),Vj,j′ (t),Xj(t) −
Vjj(t) − Vj,j′ (t)), that follows a multinomial random variable
(r.v.) with the number of trials being the number of patients
currently in the unit, Xj(t), and the probability vector being
(1 − 𝜇j(t), pj,j′𝜇j(t), (1 − pj,j′ )𝜇j(t)). The expectations of the
first two compartments of the triplet are

E[Vjj(t)|Xj(t)] = (1 − 𝜇j(t))Xj(t),

E[Vj,j′ (t)|Xj(t)] = pj,j′𝜇j(t)Xj(t), (10)

the variances are

Var[Vjj(t)|Xj(t)] = 𝜇j(t)(1 − 𝜇j(t))Xj(t),Var[Vj,j′(t)|Xj(t)]

= pj,j′𝜇j(t)(1 − pj,j′𝜇j(t))Xj(t), (11)

and the covariance between them is

Cov[Vjj(t),Vj,j′ (t)|Xj(t)] = −Xj(t)(1 − 𝜇j(t)) ⋅ pj,j′𝜇j(t). (12)
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Recursive variance calculation

Leveraging the above analysis, we now present our recursive
approach to calculate the variance of Xj(t + 1). We proceed
by analyzing the variance and covariance of each component
in (7) and (8) individually. Take (7) as an example. Let ṽ11 =

Var(V11(t)). The law of total variance implies that

ṽ11 = 𝔼[Var(V11(t)|X1(t),X2(t))] + Var[𝔼(V11(t)|X1(t),X2(t))]

= 𝔼[X1(t)𝜇1(t)(1 − 𝜇1(t))] + Var[X1(t)(1 − 𝜇1(t))]

= x1(t)𝜇1(t)(1 − 𝜇1(t)) + (1 − 𝜇1(t))2v1(t), (13)

where v1(t) = Var[X1(t)] is the variance of the workload at
time t. Similarly, the variance of V21(t), denoted as ṽ21, is

ṽ21 = 𝔼[Var(V21(t)|X1(t),X2(t))] + Var[𝔼(V21(t)|X1(t),X2(t))]

= 𝔼[X2(t)p21𝜇2(t)(1 − p21𝜇2(t))] + Var[X2(t)p21𝜇2(t)]

= x2(t)p21𝜇2(t)(1 − p21𝜇2(t)) + (p21𝜇2(t))2v2(t), (14)

where v2(t) = Var[X2(t)].
Let c̃v12 be the covariance between Vjj and Vj′,j. The law of

total covariance implies that

c̃v12 = Cov(V11(t),V21(t))

= 𝔼[Cov(V11(t),V21(t)|X1(t),X2(t))] (15)

+Cov[𝔼(V11(t)|X1(t),X2(t)), 𝔼(V21(t)|X1(t),X2(t))],

(16)

where (16) equals

Cov[X1(t)(1 − 𝜇1(t)),X2(t)p21𝜇2(t)]

= (1 − 𝜇1(t))p21𝜇2(t) ⋅ cv(t), (17)

and cv(t) = Cov(X1(t),X2(t)). The first term, (15), equals 0.
To see this, conditioning on X1(t) = x1, V11(t) =

∑x1
k=1 B1k

is the sum of outcomes from x1 independent trials with
(marginal) success probability (1 − 𝜇1(t)). Similarly, con-
ditioning on X2(t) = x2, V21(t) is the sum of outcomes
from x2 independent trials. Given (x1, x2), all these tri-
als are independent of one another as the trials are drawn
from two different pools of patients in the two units.
Hence, Cov(V11(t),V21(t)|X1(t),X2(t)) = 0. Assuming the
arrival random variable, A1(t, t + 1) is independent of V11 and
V21, the variance is given by

v1(t + 1) = Var[X1(t + 1)] = ṽ11 + c2
a1
𝜆1(t) + ṽ21 + c̃v12.

(18)

The variance for unit 2, v2(t + 1) = Var[X2(t + 1)], can be
calculated similarly.

The recursive calculations above require initial values for
v1(0), v2(0). One method for initializing this recursion is to
use the steady-state values of the workload variance from the
single-station model by letting t →∞ in (6).

Covariance calculation

The covariance of the two queue lengths is given by

cv(t + 1) = Cov(X1(t + 1),X2(t + 1))

= −x1(t)(1 − 𝜇1(t))p12𝜇1(t) − x2(t)(1 − 𝜇2(t))p21𝜇2(t)

+
(
(1 − 𝜇1(t))(1 − 𝜇2(t)) + p21𝜇2(t)p12𝜇1(t)

)
cv(t)

+ (1 − 𝜇1(t))p12𝜇1(t)v1(t) + (1 − 𝜇2(t))p21𝜇2(t)v2(t).

(19)

The details of the derivation are specified in Appendix B.2
(Supporting Information).

Connection between the single-station and
network variances

Equation (18) has an elegant structure that explicitly high-
lights the marginal impact of the network transition matrix
on the workload variance through (i) the additional term, ṽ21,
that can be interpreted as additional variance generated by
transfers, and (ii) the covariance term, c̃v12, that explicitly
characterizes the correlation between the queue lengths in
the two stations. We specify this connection in Appendix B.3
(Supporting Information) by writing the single-station work-
load variance as a recursive function for direct comparison
with the network variance calculation.

Remark 1. The offered-load approximation for the network
model is for a given t, that is, approximating the distribution
of (X1(t),X2(t)), not for the joint distribution across different
time points or for process-level approximation. When calcu-
lating the mean and variance for the workload at t, we lever-
age the recursive calculation that conditions on starting the
approximation at some time s = 0, which does not account
for the realization for s < t. This type of point approxima-
tion is sufficient for the workload prediction and associated
decision-making in this paper. Developing process approx-
imation involves many-server heavy-traffic analysis such as
the one in Whitt and Zhao (2017) and is beyond the scope of
this paper.

3.4 Additional model features

In this section, we discuss how to calculate the total work-
load by combining the workload generated by different
types of patients (e.g., COVID and non-COVID) that have
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different flow parameters and how to include exogenous
blocking within our framework.

Estimating workload for different types of patients

The offered-load approach introduced in Section 3.3 applies
to any set of patient types. Due to the additivity of the offered-
load model, the full hospital workload, including an arbitrary
number of patient types, can be decomposed into individual
and independent offered-load models for each type of patient,
where each model has a unique set of flow parameters. The
final workload can be obtained by adding the workloads from
each individual offered-load model (e.g., the models for dif-
ferent types of patients).

In this paper, we separate the workload for COVID and
non-COVID patients, which allows us to tailor the param-
eter estimation to these disparate patient classes. This is
particularly important in a pandemic because flow parame-
ters for COVID patients change rapidly over time, whereas
the parameters for non-COVID patients are more stable.
For implementation, we further decompose the non-COVID
patients into emergency versus elective admissions. This pro-
vides flexibility to model elective admissions as a modifi-
able parameter, which allows hospital managers to explore
the effect of canceling/resuming elective surgeries. One could
further decompose the workload calculation by medical spe-
cialty, though this was not implemented due to the need for
model simplicity and rapid implementation.

One practical feature of this decomposition approach is the
ability to visualize the forecast at different levels of granu-
larity in terms of types of patients and types of resources.
Leveraging this feature, we were able to create tools for man-
agement that can display either total ICU and M/S work-
loads or splice the prediction along patient types, groups of
patient types, or even resources required (e.g., ventilators
and nurse staff) depending on the decisions to be made. For
example, drilling down to focus solely on COVID patient
workloads allows hospitals to plan for scarce resources that
are commonly utilized by COVID patients but not as highly
demanded by non-COVID patients. On the other hand, plan-
ning for total bed capacity or nurse staffing requires knowl-
edge of the workload for all patients in ICU and M/S units.
Our additive method also allows workloads to be displayed
at different levels of granularity for physical resources, for
example, individual hospital, a group of flagship hospitals,
all the hospitals within a given region, or all the hospitals in
the system. Each of these perspectives is important for sup-
porting different types of health system decisions.

Time-varying system with finite capacity

One drawback of the offered-load approach is that the
results are based on an infinite-server queueing model,
which assumes away blocking and waiting. This underlying
assumption can be appropriate when the primary objective

is to estimate the demand for different services within the
hospital. The data obtained from IU Health is also consis-
tent with this demand-driven perspective. In the data, “unit”
is determined by the level of care (critical vs. noncritical),
which captures true demand for service within the hospital
as the level of care is determined strictly by patient con-
dition and not by other factors that can obfuscate the true
demand such as physical location. Finally, the primary use
cases for our model at IU Health are also consistent with our
demand-centered model. Specifically, many of the decisions
being supported involved redistributing flexible resources that
do not have hard capacity constraints and can be flexed and
moved to satisfy surges in demand (e.g., nurse staff and venti-
lators; see Section 5). As the key concern during a pandemic
is the ability to adjust capacity to match surge demand, the
offered load model is conceptually a good fit for these types
of decision processes.

In contrast to more flexible resources, hospital bed capac-
ity represents a more restrictive constraint. Beds cannot be
moved between locations; hence, bed capacity cannot be
stretched as easily as modifying nurse to patient ratios in
response to demand surges. During standard hospital opera-
tions, blocking in hospitals occurs both for exogenous arrivals
and internal bed assignments/transfers, the latter being diffi-
cult to evaluate analytically. In contrast, during a pandemic,
mass pooling of resources and the flexing of physical space
in response to a surge in patients serve to minimize the other-
wise common occurrence of internal bed blocking. For exam-
ple, M/S patients can use critical care beds, critical care
patients can be flexed to mixed acuity M/S units, and cer-
tain units can be repurposed to be more flexible in the types
of patients they can care for. In this environment, the primary
blocking mechanism is the blocking of external arrivals to the
hospital itself.

Due to these simplified blocking dynamics, our offered-
load approach can be used to approximate exogenous arrival
blocking probabilities and other congestion-related perfor-
mance metrics. We begin by considering the entire hospi-
tal as a Gt∕GI∕n queue after pooling, with n being the
total bed capacity and the service time being a mixture of
the service time random variables for the different types of
patients. Following Green et al. (2007), we approximate the
time-varying system by a stationary finite-server GI∕GI∕n
queue at any given time t, with the arrival rate to the sta-
tionary queues being adjusted using the modified offered-load
(MOL) approach. That is, the “modified” arrival rate at time
t follows

𝜆MOL(t) =
𝔼[X(t)]
𝔼[S]

. (20)

Here, 𝔼[X(t)] is the expected workload on day t, which is cal-
culated by adding all the workloads (COVID and non-COVID
patients) from the offered-load model in Section 3.3. 𝔼[S]
is the expected service time averaged over all patient types.
We analyze the corresponding stationary finite-server queue
with arrival rate 𝜆MOL(t). If the service time is exponential
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or a mixture of exponentials, we can either use numerical
methods or heavy-traffic approximations to analyze system
performance measures. For example, for an M∕M∕n queue,
when the number of beds is large (e.g., hundreds of beds) and
the system runs in the many-server Halfin–Whitt regime, the
blocking (delay) probability can be efficiently approximated
by

ℙ(X(t) ≥ n) ≈ [1 + (𝛽Φ(𝛽)∕𝜙(𝛽))]−1, (21)

where Φ and 𝜙 are the cumulative distribution function and
probability density function of the standard normal distribu-
tion, respectively, and 𝛽 is the “square-root staffing” coeffi-
cient such that n = 𝔼[X(t)] + 𝛽

√
𝔼[X(t)]. Green et al. (2007)

also provide formulas for blocking probabilities in other sys-
tems such as those with abandonment. In the context of
discrete-time queues with geometric service times, Dai and
Shi (2017) and Feng and Shi (2018) provide diffusion approx-
imations that allow for efficient calculation of various perfor-
mance metrics such as the expected queue length and wait-
ing time. We leave to future research the development of
algorithms for approximating internal blocking within the
hospital’s network of units, for example, solving a multi-
dimensional diffusion process to compute blocking and delay
performance metrics in these systems.

3.5 Adaptive learning for COVID patient
flow parameters with data scarcity

To address challenges (1)–(3) in Section 1.1, we develop an
automated learning procedure for tuning uncertain or cen-
sored patient-flow parameters, Θ = {pc

j , 𝜇
c
j , p

c
j,j′}, to achieve

the best fit with the workload process for COVID patients.
These parameters are learned from historical data (training
data), and the accuracy is verified on testing data. Let Θ∗

be the parameter set that minimizes the mean-square loss
between the observed census and the predicted (mean) cen-
sus from (3). Letting x̂j(t) and xj(t)|Θ be the observed and
predicted census in unit j on day t, respectively, Θ∗ is calcu-
lated by

Θ∗ = arg min
Θ

T∑
t=1

∑
j

(
x̂j(t) − xj(t)|Θ)2

, (22)

where T is the number of days included in the training data.

Time-dependent parameters

We use nonparametric estimation to model Θ(t) as a piece-
wise discrete function, partitioning training data into I time
intervals defined by the ordered set  = (t0, t1, … , tI), where
Θ(t) = Θi for t ∈ [ti, ti+1). We perform cross-validation using
the training data to find the best interval set, , to avoid over-

fitting while allowing enough flexibility to capture the under-
lying changes in the parameters over time.

Adaptive learning procedure

During the pandemic, particularly in the early stage when
data were scarce and system dynamics were changing rapidly,
we reparameterizedΘ(t) on a weekly basis, using incremental
daily data dumps automatically generated from IU Health’s
census database and loaded as a flat file onto a secure vir-
tual machine behind IU Health’s firewall. The dataset used
for training and testing is updated as new data become avail-
able. Parameters are estimated using all historical data up to
the current time point. We elected to incorporate all the data
rather than a rolling horizon because patient LOS was long
relative to the data window. Using an expanding window pri-
oritized stable estimates over change detection and yielded
more conservative workload predictions. After each parame-
ter update, we generated the workload prediction for the next
14 days for operational use. We also generated longer term
census projections to support strategic decision-making. Fig-
ure 6 shows one snapshot from this process comparing the
observed and predicted COVID inpatient census at one of IU
Health’s hospitals from March 12 to May 6, 2020. For this
instance, the training set included data up to April 22 (41
days). Using the learned parameters, we generated a predic-
tion over the next 14 days (April 23 to May 6)—the right side
of the vertical dashed line in Figure 6. Prediction accuracy is
calculated as the MAPE over the testing set. This mid-April
prediction can be compared with the first set of predictions
generated at the beginning of the pandemic in March (Fig-
ure 4) to observe the benefits of adaptive learning. The tuned
model is able to capture time-varying fluctuations and adjust
LOS and transfer estimates as more patients are discharged
from the hospital. In Appendix B (Supporting Information),
we show another set of plots for the prediction generated
using flow parameters learned from data up to May 19 and
tested on data from May 20 to June 2, 2020.

Prediction performance

The MAPE for the ICU and M/S predictions from our
integrated framework was 9.4% and 8.2%, respectively, on
the testing data for the Indianapolis region during the first
month of the pandemic (Figure 4). From April to early May
(Figure 6), the MAPE is 6.0% for ICU census and 10.6% for
M/S census. The MAPE from our later monitoring/updating
process never exceeded 20%.

The predicted census numbers reported here come from
the integrated model, which takes the disease forecast as an
input and uses the calibrated patient flow equations to calcu-
late census. We implement a multi-step calibration procedure
with adaptive tuning in this integrated model. First, we use the
realized (actual) arrivals to hospitals to tune the length-of-stay
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F I G U R E 6 Patient census for the largest hospital in our partner health-care network: March 12, 2020 to May 6, 2020. In the plots, census data from the
first 41 days (left of the vertical dashed line) are used as the training data, and the remaining 14 days (right of the vertical dashed line) as the testing data
[Color figure can be viewed at wileyonlinelibrary.com]

and transfer parameters, that is, 𝜇j(t)s and pj,j′ (t)s. Second, we
calibrate the disease forecast model using the adaptive tun-
ing method specified in Section 4.4. Third, we connect the
two components and tune the parameters that represent the
fraction of COVID cases that arrive to an IU Health hospital,
pj(t), with respect to the overall prediction performance for
ICU and M/S census.

Implications for implementation and sustained use

In the health-care industry, analytics tools that produce incon-
sistent quality of output over time can quickly lead to mis-
trust and abandonment. Although the initial accuracy of our
model was sufficient to merit undertaking an implementation,
it is our model’s consistently accurate predictions, driven by
adaptive learning, that has been key for its continued use in
practice.

To emphasize the importance of adaptive learning, we con-
trast our approach with the static, nonadaptive state model
originally employed by hospitals at the outset of the pan-
demic. The state model performed reasonably well at IU
Health until around March 19, 2020 (see Figure 4). How-
ever, the pandemic evolved over time in three ways that con-
tributed to inconsistencies in the state model prediction: (1)
disease progression of COVID in Indiana ceased resembling
the flu-like spread that formed the basis of the state model; (2)
as more IU Health-specific data on COVID patients became
available, it became clear that COVID flow parameters at IU
Health were not similar to national estimates on which the
state model was built; and (3) as the pandemic progressed,
demographics of hospitalized patients along with admission
and treatment protocols changed, significantly impacting the
patient-flow parameters. Further, the lack of an adaptive com-
ponent in the state model appeared to have a compounding
effect over time causing the prediction error to grow steadily
as the model began exhibiting clear prediction bias. The
MAPE of the state mode was 42.7% (ICU) and 33.8% (M/S)
in March and grew to >50% for both units during April.

This is in stark contrast with our adaptive learning methods
designed to address problems (1)–(3) in both the patient flow
and disease progression models (see Section 4.4.2) to main-
tain the consistent prediction accuracy highlighted above.

Remark 2. Non-COVID patients’ arrival rates and flows
are generally more stable than COVID patients. Thus,
we follow the existing patient-flow literature to predict
non-COVID workloads using admission, discharge, and
transfer timestamps to estimate flow parameters. We esti-
mate parameters for emergency and elective patients sep-
arately using historical data from the same time period
in the last 2 years, accounting for seasonality and day-
of-week effects. We model elective admissions as a mod-
ifiable parameter to allow IU Health to explore scenarios
involving increasing or decreasing the volume of elective
admissions.

4 DISEASE PREDICTION

A critical component of modeling hospital resource needs
during a pandemic lies in capturing arrivals of infected
patients accurately. In contrast with retrospective epidemio-
logical models that can be fit with sufficient historical data,
“real-time” disease prediction in response to a burgeoning
pandemic requires methods that can effectively utilize sparse
and incomplete data. Further differentiating from other dis-
ease forecasting research, our disease forecast acts as one
crucial component in the framework for modeling workloads
at specific hospitals. That is, prediction of the COVID cases
provides the input 𝜆c(t) for the queueing network model pre-
sented in Section 3. As such, the metric by which we mea-
sure the value of the forecast model must differ from models
that are designed to forecast longer term disease trends and/or
impacts of public policy decisions. Specifically, our forecast-
ing methods must be sufficiently accurate at predicting the
number of new cases on a daily/weekly scale in a small geo-
graphic region (county level in our case).
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Although there are many models capable of forecasting
how a disease might spread in a population with limited his-
torical data by leveraging measures such as mobility data,
demographics, and policy levers, we found these models
time-consuming to design, difficult to parameterize, and not
as accurate in the short-term horizon targeted for operational-
level decision making. Although there are many use cases
for these types of models, they are not a good fit for our
rapid deployment approach. Instead, we adopted a parsi-
monious design for quick turnaround and incorporated an
adaptive learning component to handle sparse data and time-
varying dynamics. In our approach, we utilize a blend of epi-
demiology and data-driven models to develop operational-
level forecasts during the initial outbreak while allowing for
longer term updating. Long-term forecasts of COVID pro-
gression allow for strategic planning and structural changes in
health-care systems. Short-term forecasts support operational
interventions that can be delivered immediately to improve
response to surges in demand.

To position the structure of our forecasting methods within
a conceptual framework, we split the phases of the pan-
demic into two regimes: (1) the restricted data, and (2) the
limited data regimes. We make this distinction specifically
because we develop different models for each regime. The
data regimes are defined for a target geographical region; for
example, the region(s) that the target hospital serves. In the
restricted regime, there is little to no data in the target region,
such as when the pandemic first presents in a region. We use
Indiana in early March as an illustrative example. Indiana’s
first confirmed case was detected on March 6, 2020. Over the
next several weeks, COVID initially spread slowly and testing
was limited, providing scarce additional data points for esti-
mating disease spread. For our purposes, we demarcate the
boundary separating the restricted and limited data regimes
by a threshold (lower-bound) on the number of confirmed
cases in the target region, above (below) which the number of
data points is sufficient (insufficient) to adequately parameter-
ize a region-specific disease transmission model (e.g., SIR).
When the first infection presents in a region, the region enters
the restricted data regime. In this regime, we employ our fore-
casting model that leverages patterns from similar regions
that have more data points at the current time period. When
the number of confirmed cases surpasses the threshold and
the region enters the limited data regime, we switch to our
adaptive SIR model.

4.1 Restricted data regime: Adapted
synthetic control

At the onset of the pandemic, data on disease characteristics
were limited both because of the novelty as well as bottle-
necks in the flow of information. This limited the applica-
bility of traditional epidemiology models, which depend on
calibrating parameters tailored to the particular disease and
population of interest. In this time frame, we implement the
aSC methodology (C.J. Chen, 2020) using counties with ear-

lier outbreaks and similar characteristics to estimate how the
disease may spread in the target region.

4.2 Limited data regime: Adaptive SIR

As more data became available, we transitioned to an adap-
tive SIR model based on calibrated disease characteristics.
The SIR model has the capability of producing longer term
forecasts based on structural models of disease transmis-
sion dynamics. The integrated learning component of our
SIR model reacts to system changes detected from the data
using statistical methods rather than trying to anticipate these
changes from secondary data sources. This approach has the
benefit of being able to infer the true impact of mobility, pol-
icy, and human behavior changes (among others) rather than
relying on assumptions about the effect of these complex fac-
tors on disease spread. The drawback of this approach is a
prediction lag between when a system change occurs and
when it can be detected. For forecasting COVID cases, we
found the prediction lag to be sufficiently short to maintain
good accuracy both in predicting cases by region and as an
input to our operational workload model.

4.3 Short-term adaptive disease
transmission model: Restricted data regime

For short-term (24–48 h) forecasts of the number of COVID
cases, we adopt the aSC methodology of C.J. Chen (2020).
The method extends the comparative case study approach
based on the Synthetic Controls methodology (SC) (Abadie
et al., 2010; Xu, 2017) to estimate the trajectory of COVID
spread at the county level. Our aSC method implements a
data-driven process for selecting comparable counties across
the United States from the subset of counties that had earlier
outbreaks of COVID than the county of interest. The disease
spread trajectory of the selected comparable counties is then
used to generate a forecast. Our method has the advantages
of (i) explicitly accounting for observed heterogeneity and
implicitly allowing for time-varying unobserved heterogene-
ity, (ii) generating forecasts at an actionable level for frontline
managers, (iii) being interpretable and subject to verification,
and (iv) being extendable to forecasting relaxations of pol-
icy interventions.

Adapted synthetic control overview

SC formulates a credible counterfactual to the treated unit by
taking a weighted combination among the pool of untreated
(nonfocal) units that minimizes the differences between the
treated and synthetic with respect to both the outcome
variable and observed covariates during the pretreatment
period. This methodology was first introduced in Abadie and
Gardeazabal (2003) and formalized in Abadie et al. (2010).
It is often implemented when there is no intuitive method for



14 SHI ET AL.Production and Operations Management

identifying a single suitable counterfactual within the pool
or when simpler methodologies, such as averaging across
all nonfocal units, do not generate credible counterfactual
paths from which to estimate the difference-in-differences
effect.

aSC uses the pool of U.S. counties that reported COVID
cases before a focal county in order to construct a synthetic
county that is comparable to the focal county along observ-
able dimensions, but exceeded the minimum case threshold
at an earlier date. The threshold is chosen ex ante to capture
community spread of the disease as opposed to disease being
brought in by visitors. The focal and control counties are syn-
chronized based on the respective dates of this threshold. The
methodology minimizes the difference between the actual
and synthetic county with regard to the number of COVID
cases since the synchronizing event, as well as a vector of
county characteristics that include population demographics,
urban characteristics, and policy interventions, specifically
the issuance of a shelter-in-place order.

Implementation and results

We generate synthetic controls for five hospital regions
defined by IU Health at the start of the pandemic. The hos-
pital regions are composed of between 1 and 12 counties and
represent the catchment areas of individual hospitals within
the system. We aggregate county data to form the regions
and implement aSC at the regional level. County demograph-
ics and characteristics are drawn from the Health Resources
and Services Administration’s Area Health Resource Files1

and include total population, population of males, median
age, population that is 65 or older, the percentage in poverty,
number of 16+ workers who take public transportation, the
number of 16+ workers, and population density per square
mile. Additionally, we incorporate the institution of shelter-
in-place orders. We set the minimum case threshold to 10
confirmed cases.

Across four of the five regions, our forecasts resulted in
an average percentage error of 2.2% for forecasts up to 48 h
out. However, one region had an error of 72%. In that health
region, aSC failed to find a comparable synthetic counter-
part as evidenced by the large error in the in-sample fit. This
may be due to batch reporting of cases in this region that
led to jumps of greater than 50% in a single day. Exclud-
ing this abnormal region, this method outperforms bench-
marks using simple and exponential moving averages as well
as regression approaches that account for heterogeneity and
seasonality.

4.4 Longer term adaptive disease
transmission model: Limited data regime

Although short-term forecasts are valuable for managing day-
to-day operations, longer term forecasts allow for structural
changes that can drive much larger efficiency gains. Changes

that modify capacity, such as unit conversions, transshipment
of equipment, and redeployment of medical personnel require
a longer range forecast (e.g., 1–2 weeks). Given the lack of
long-term data due to the novelty of the pandemic, we lever-
age the epidemiology literature and adapt the SIR modeling
framework in making forward forecasts.

The SIR model separates the population into suscepti-
ble (S), infected (I), and recovered (R) compartments. Many
COVID workload models further divide I into severity buck-
ets; however, such mapping is unnecessary for us as our work-
load model (Section 3) already accounts for resource demand
in a more detailed manner. Although the number of individ-
uals in each compartment is continuously evolving, we dis-
cretize it at a daily level. This is consistent not only with
case data, which is updated daily, but also with operational
decisions (e.g., workforce allocation) that are also most com-
monly made daily. Individuals move from S to I and then to
R, where R captures both recoveries and death. Consistent
with other models, we assume recovery removes the individ-
ual from the susceptible population.

Adaptive parameter selection

After initial model selection, the next step involves selecting a
set of parameters to include in our adaptive learning method.
The choice of parameters is particularly important because
(1) all the parameters are continuous, which can present com-
putational challenges in the learning step, and (2) attempting
to learn too many parameters may compound any identifi-
cation issues and cause poor prediction performance. Using
a combination of intuition and experimentation, we selected
two unknown parameters for adaptive learning: the reproduc-
tive number, R0, that determines the rate of disease transmis-
sion in a population and the testing fraction r that estimates
what proportion of infected individuals are confirmed by a
COVID test.

R0 was selected as a means of summarizing the myriad
of complex factors that affect disease transmission within a
population. Although there are a number of known external
factors that influence disease transmission, such as public pol-
icy, mobility, and human behavior, our aim is to predict new
cases, and thus we are agnostic to the cause of a change in dis-
ease transmission. For parsimonious model development, R0
provides an attractive alternative to modeling the complex-
ities of human society by focusing on learning the equilib-
rium outcome of all the factors, summarized with a single
learning primitive. As mentioned previously, the concession
of this simpler model is that changes in the underlying disease
dynamics will be captured with some lag. We compensate
for this by developing an adaptive algorithm that estimates
R0 as a piecewise discrete function with increasing weights
on newer data to rapidly incorporate underlying changes.
Additionally, we perturb the estimates in simulations to
formulate confidence intervals. This serves to support oper-
ational decision-making through point forecasts with quan-
tifiable prediction error.
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Algorithm specification

At a high level, our algorithm calculates the mean per-
centage error of the predicted number of cases using the
SIR model over a set of potential R0 values. We estimate
a distribution for the underlying R0 for a time interval
by taking a weighted mean and standard deviation across
the set of R0 values, where the weights are the inverse
of the prediction errors. We then sample from the esti-
mated distribution and simulate disease progression for future
dates to yield forecasted point estimates and confidence
intervals.

The evolution of COVID transmission under the SIR
model is defined by the following set of ordinary differential
equations:

dS(t)
dt

= −
𝛽S(t)I(t)

N
, (23)

dI(t)
dt

=
𝛽S(t)I(t)

N
− 𝛾I(t), (24)

dR(t)
dt

= 𝛾I(t), (25)

where N = S(t) + I(t) + R(t) is the total population, and the
parameters 𝛽 and 𝛾 capture the transmission and recovery
rates, respectively. R0 is a function of these two parame-
ters, that is, R0 = 𝛽∕𝛾. Next, we specify the adaptive algo-
rithm to learn the R0 values from historical data and then
present the forecasting algorithm to generate point esti-
mates and confidence intervals based on the learned R0
values.

Adaptively learning R0

Let

Y(t) = (S(t), I(t),R(t)) (26)

be the state of the SIR model at time t. We consider a rolling
time interval of length k-days that starts at each t ∈ {t0, … ,T}
in our training data, where t0 is the first day that the num-
ber of confirmed cases exceeds some threshold (e.g., 100
cases) to allow for sufficient data to fit the SIR model, and
T is the last day in the training data. Denote  as the set of
intervals contained in the training data. Within time interval
i ∈  that consists of days {ti, … , ti + k}, we solve the sys-
tem of Equations (23)–(25) for a fixed 𝛾 and for each R0 ∈

[Rmin
0 ,Rmax

0 ]. We then set the R(i)
0 that gives the minimum rel-

ative mean squared error over interval i as the best-fit R0 for
this interval. As each day t will be covered by k overlapping
intervals (as we use the rolling intervals with 1 day incre-
ments), we take an average of the k best R0 values from the k

A L G O R I T H M 1 Adaptive SIR algorithm

23 25

23 25

27

28

intervals to determine the final R0(t) for day t. We denote the
set of these k intervals covering t as t. Algorithm 1 details
this algorithm.

The number of infected individuals is captured by I(t).
Note that not all infected individuals are tested and confirmed
due to limitations in testing capacity as well as false-negative
results, so I(t) is not the same as the number of reported (con-
firmed) cases. To account for this, we map the number of
infected individuals to the number of predicted reported cases
using

𝜆̂(t) = r ⋅ ΔI(t), (27)

where ΔI(t) = S(t − 1) − S(t) is the change in the noninfected
compartment, that is, the number of newly infected individu-
als at t, and r is the testing fraction. The testing fraction is the
joint probability of an individual receiving a test and testing
positive when infected.

Let Λ̂j = {𝜆̂j(ti), … , 𝜆̂
j(ti + k)} be the predicted cumulative

confirmed cases over interval i under reproductive number
Rj

0, and let Λ = {𝜆(ti), … , 𝜆(ti + k)} be the reported observed
cases. We define the relative mean squared error over the
interval i for Rj

0 as

RMSEj
i =

ti+k∑
t=ti

(
𝜆̂j(t) − 𝜆(t))

𝜆(t)

)2

. (28)

We elect to use the square of the relative errors rather than the
absolute difference in order to emphasize limiting the vari-
ance of our estimates, which should improve the usefulness of
the predictions. We update the parameters and generate fore-
casts using Algorithm 1.

Forecasting new cases

We leverage the {R0(t) : t = 1, … ,T} learned from
Algorithm 1 to forecast future disease progression for
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F I G U R E 7 Prediction of the census from our application [Color figure can be viewed at wileyonlinelibrary.com]

t ∈ [T + 1,T + k]. There are different alternatives to gener-
ating the point estimates. One method is to use R̂0 = R0(T),
that is, the R0 from the most recent segment, to solve
Equations (23)–(25) to generate the predicted 𝜆̂(t) for
t ∈ [T + 1,T + k]. An alternative is to take an average of
R0(t) for t ∈ [T − 𝓁,T] for some 𝓁 days to generate the
predicted cases. In our implementation, we use the first
method for its simplicity and interpretability.

To generate the confidence intervals, we adopt a Monte
Carlo approach. We first estimate the sample standard devia-
tion 𝜎̂ in R0 based on the learned values {R0(t)}. Then we run
M replications using Monte Carlo simulation for future cases.
In each replication, we draw a sample R0 from the  (R̂0, 𝜎̂2)
distribution. We then simulate COVID spread for the sampled
R0 for the t ∈ [T + 1,T + k]. Finally, we use the M simulated
paths to generate confidence intervals for the predicted new
COVID cases.

Forecasting performance

We implement our SIR prediction algorithm using data from
March through June on a 14-day rolling horizon (k = 14)
with a fixed 𝛾 of 0.1 (i.e., 10 day recovery) and a range of
R0 ∈ [0.5, 6.0] in increments of 0.05. The window size was
chosen based on ranges from epidemiology studies on recov-
ery days and other forecasts (Deasy et al., 2020; Fantazz-
ini, 2020). We fixed 𝛾 according to the midpoint of CDC
guidelines on post-symptom quarantine (Centers for Disease
Control, 2020) and selected a wide range of R0 that covers
the minimum and maximum estimates found in the litera-
ture. After some experimentation tuning both R0 and the test-
ing fraction, r, we found that a fixed testing fraction of 15%
yielded stable and accurate performance, allowing us to fur-
ther pare down our learning parameters to include only R0.
Note that 15% implies that true infections are six times the
number of reported infections, which falls within estimated
ranges (typically 4–10 times), though the literature is sparse
(Aizenman et al., 2021; McCulloh et al., 2020). We test our
predictions across the same five hospital regions defined by

F I G U R E 8 SIR forecast mean percentage error by number of
predicted days

IU Health with updating; that is, we update the SIR compart-
ments as new data become available in the rolling horizon.

Using the adaptive SIR model, we find the R0 that mini-
mizes our in-sample error (shown in Figures 7a and b), and
we use it to generate our forecasts. When evaluating our pre-
dictions of total cases, we find an out-of-sample MAPE of
3.5% on average with a range of 1.3–5.7% across the regions
for all periods. Errors range from 0.4% when forecasting 1
day ahead to 9.0% when looking 14 days out. The breakdown
by region is shown in Figure 8, which suggests strong per-
formance across all regions but with notable heterogeneity.
By comparison, a static SIR model where R0 is fixed at the
value that minimizes the average error across all data before
the first adaptive segment has an average percentage error of
18.8% with a range of 2–38% looking 1–14 days out. Exam-
ining specific time frames, the first adaptive segment had an
average forecast error of 8.2% while the static forecast error
over the same period was 11.8%. The relative outperformance
of adaptive SIR increases over the remaining segments.

5 USE CASES FOR THE WORKLOAD
PREDICTION MODEL

The primary product of our multi-method framework is the
prediction of the workload distribution for target hospitals. To
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provide hospitals with additional information about critical
resources needed for responding to the pandemic, we gener-
ate secondary outputs, including resource utilization, staffing
requirements, ventilators, and personal protective equipment.
These resource utilization predictions can be derived directly
from the detailed patient demand prediction by estimating
a resource usage parameter, 𝛼i

j , for each type of patient (i)
and location (j) either directly from the data or using our
adaptive tuning methods. As one example from our data
(for one hospital during one period of time), 52% of ICU
COVID patients (𝛼c

ICU = 0.52) and 2.5% of non-ICU COVID
patients (𝛼c

MS = 0.25) required a ventilator. Hence, a point
estimate of COVID ventilator needs could be calculated as
xc

v(t) = 𝛼c
ICU ⋅ xc

ICU(t) + 𝛼c
MS ⋅ xc

MS(t), where x(⋅) is the mean
of the workload process X(⋅) as discussed in Section 3. The
distributional estimate of ventilator usage would be the con-
volution of binomial random variables representing the num-
ber of patients of each type/unit pair requiring a ventila-
tor. Let Xc

v,j(t) ∼ Bin(Xc
j (t), 𝛼c

j ) be the random variable for
the number of COVID patients requiring a ventilator in unit
j ∈ {ICU,MS} at time t. Then Xc

v(t) = Xc
v,ICU(t) + Xc

v,MS(t).
A similar calculation can be done for ventilators for non-
COVID patients, for PPE, etc.

These predictions have been used by IU Health to inform
both tactical and operational decisions. To provide additional
support for these decisions, we are able to build decision
models on top of our prediction, which is facilitated by the
parsimonious design. Examples include timing and volume
of advanced purchases of nasal canula, PPE, pharmaceuticals,
additional diagnostic equipment, CPAP; proactive hiring of
temporary agency nurses; optimized staff planning; and flex-
ible resource re/allocation (the rightmost panel in Figure 2);
among others. The resource utilization forecast has also been
used to support what-if analysis for intervention strategies,
surge capacity plans, and logistics planning decisions among
others. In this section, we provide details of the decision sup-
port systems developed for two main use cases that were
requested by IU Health. These use cases demonstrate that
our final forecast model is capable of achieving the overar-
ching goal of this research: to provide actionable information
to support hospital decision making during a pandemic.

5.1 Leveraging health system scale for
resource transshipment

One of the innovations IU Health implemented during
COVID was initiating a program to transfer nurses between
hospitals and even between regions, the expansion of which
has become a strategic goal for 2021. Implementing such
a significant change necessitated data-driven support to jus-
tify both the direct cost and change management efforts.
We worked closely with IU Health’s nursing organization to
provide this support by building a nurse transshipment
model that delivers both tactical and operational plans. All
design specifications were chosen or vetted by IU Health,
considering feasibility of implementation and value to the

organization, staff, and patients. The complexity of the
decision process and careful consideration given by IU
Health leadership is reflected in the diverse output metrics
present subsequently. Each of the metrics was used during
the decision-making process and taken together, the met-
rics reflect the different perspectives of individual hospitals
(source or destination), the overall hospital network, and
the nurses.

Structure of nurse transshipment program

The following features provide a high-level overview of the
nurse transshipment program. We specify the model for-
mulation in Appendix A.2 (Supporting Information). This
optimization takes the (stochastic) workload forecast as an
input to generate a 2-week transshipment schedule 1 week in
advance. The schedule represents a tentative relocation plan
so nurses can have some advance warning if they may need to
travel. Nurses receive additional pay plus a relocation bonus
when asked to travel. Depending on the distance a nurse trav-
els, there is a minimum number of days they must work at
the alternate location, which we call secondment, to avoid an
excessive (and possibly dangerous) commute in addition to a
typical 12-h shift. When the demand in each hospital/region is
realized, IU Health has the option to either cancel a transship-
ment (call-back), or enact an additional “emergency” trans-
shipment at a premium cost. Both practices are currently
being used on a smaller scale within the Indianapolis region,
so there is precedent for these types of actions. For compari-
son, in Appendix A.7 (Supporting Information), we describe
a similar ventilator transshipment model. There are two key
differences between these transshipment models: (1) when a
nurse is transferred, a transfer cost and a salary premium (for
the duration of secondment) is paid, whereas only a transfer
cost is incurred when a ventilator is borrowed; and (2) a nurse
can be transferred only from her “home” location, whereas a
ventilator can be borrowed from any location. In this sense,
there is no expectation that the ventilators must be returned
to their original location.

Transshipment model products

Next, we present some products of the decision model that
are used in support of IU Health’s data-driven transshipment
program. Additional products are described in Appendix A.5
(Supporting Information). The results below are generated by
solving the transshipment model using our workload fore-
cast for three different scenarios that are based on differ-
ent demand patterns observed during the pandemic: unbal-
anced (e.g., March/April), flat (e.g., May), and increasing
(e.g., September). The actual numbers are modified to pro-
tect IU Health data, but the underlying results are sim-
ilar in nature. The model inputs, secondment, additional
pay, transfer bonuses, emergency premiums, understaffing
costs, and capacities were provided by IU Health based on
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F I G U R E 9 Percentage of transfers versus understaffing in the
unbalanced and flat census scenarios [Color figure can be viewed at
wileyonlinelibrary.com]

surveys soliciting nurse input combined with nurse manage-
ment strategy sessions. The call-back penalty is set to 0.05
to avoid excessive ex ante transshipments while also cap-
turing the reality that it is desirable to keep a nurse in their
“home” region. Two hundred stochastic scenarios are gener-
ated from the distributional workload prediction model. All
input parameters are summarized in Appendix A.4 (Support-
ing Information).

Tactical plan

To support IU Health’s tactical decision regarding how many
transfers they are willing to accept for subsequent improve-
ments in system-wide understaffing, we generate a Pareto
curve showing the percentage of transfers (number of transfer
shifts divided by total shifts over the 14-day horizon) versus
the understaffing percentage (in terms of shifts required vs.
shifts worked) across all five regions; see Figure 9. These
products allow IU Health to choose a particular point on
the curve based on nursing management goals. This tacti-
cal selection implies a set of cost parameters that are sub-
sequently used to generate daily operational decisions.

Operational plan

To frame the operational plan based on the chosen tactical
plan, we begin with our “bird’s eye view” of the impact of
the transshipment plan on the five regions in Figure 10 for the
unbalanced scenario. The dotted lines and solid lines are the
utilization with and without transshipment, respectively, plot-
ted on the left y-axis. For reference, we also plot the expected
census (over the 200 scenarios) below the utilization curves,
scaled on the right y-axis. These figures provide an easily
interpreted, informative visual for IU Health nursing man-

agement, who are intimately familiar with the staffing situ-
ations in each region. Even at a quick glance, it is clear that
Regions 1 and 3—Indianapolis and Indianapolis suburbs—
experience significant capacity issues when no transship-
ments are executed (solid line), while Regions 2 and 4—
East Central (Muncie) and South Central (Bloomington)—
have some spare capacity. Region 5—West Central (West
Lafayette)—progresses from overloaded to underloaded back
to overloaded. These unbalanced scenarios are not uncom-
mon given that these five regions serve different communi-
ties and span over 150 miles north to south and the entire
width of the state. From this figure, the impact of transship-
ment is clear and provides a strong argument when lobbying
for expansion of the transshipment plan, which has since been
successfully accomplished. See Appendix A.5 in the Support-
ing Information for results in other scenarios.

5.2 Preparation for subsequent waves of
the pandemic

Due to COVID, combined with the upcoming flu season, IU
Health planned to hire travel nurses to supplement their exist-
ing workforce. To identify the maximum number of nurses to
cover system-wide need during the highest projected future
surge, we designed a regional Newsvendor model (formu-
lated in Appendix A.8, Supporting Information), in line with
our rapid deployment approach favoring the simplest valuable
solution. The newsvendor takes our forecast as demand and
estimates the daily number of nurses needed over the next
several months in each region. This model was integrated
into IU Health’s staffing matrix to project gaps between avail-
able and desired staff during different points in the upcoming
flu/COVID season from September to February.

As nasal canulas emerged as an effective mechanism
for treating COVID, a similar approach was requested to
analyze the timing and volume of an advanced purchase
of this equipment to meet anticipated need. This was also
to avoid waiting and delayed shipments as COVID-relevant
medical equipment was in high demand while, at the same
time, supply chains had been disrupted causing significant
capacity and transportation issues.

6 CONCLUSION AND FUTURE WORK

In this work, we develop and implement a multi-method
model that integrates disease progression and operational
workload models in collaboration with the largest health-care
network in Indiana for their COVID response and surge plan-
ning. We highlight our parsimonious design philosophy in
which we trade off model complexity for adaptability, com-
putational efficiency, and speed of development, validation,
and implementation. Our parsimonious approach allows us
to address key challenges in pandemic modeling: severely
limited data, partially observable outcomes of interest, and
largely time-varying system dynamics that must be regu-
larly relearned.
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F I G U R E 1 0 System-wide impact of transshipment plan on regional staffing utilization. Left y-axis: Capacity utilization. Right y-axis: Region census
[Color figure can be viewed at wileyonlinelibrary.com]

Via multiple layers of adaptive learning, our tools can adapt
to rapidly evolving information during different stages of a
pandemic, providing a tailored, consistently accurate predic-
tion for individual hospitals, with a MAPE of less than 10%,
while the model used by the state of Indiana exhibited a
MAPE of over 30% over the same time frame. Our work-
load prediction provides the basis for forecasting demand for
resources and is detailed enough to support operational deci-
sion optimization at the hospital level, in contrast to other
existing COVID forecasting models. Facilitated by the sim-
plicity of our prediction model, we were subsequently able
to build a suite of decision support optimization tools that
have been used to support nurse hiring and nurse transship-
ment decisions.

In our ongoing collaboration, we are working to provide
workload census prediction on an hourly basis for individual
units in a hospital, which incorporates a personalized projec-
tion of time-dependent resource usage for patients currently
in the hospital and predicted elective patient arrivals based
on the surgical schedule for future days, among other details.
This refined census prediction will be used to support the
nurse staffing plan at IU Health, including proactive hiring
of contract nurses and allocation of float nurses. According
to IU Health, this directly impacts more than 400 nurses in
their float pool and indirectly impacts all 9000 nurses in the
system.
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